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p(x,m)

p(m|x)=

EP/

« S HIRSEEOHE
- EHAHERERIIDERE
— RAXHER
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- FA—THEIBENITE
- BHRIZIOT
- 4%
— fE BB
- RTIE

TlE RAXHERRE

« HBIHEDINT, ZORREA LG -BREHE
ﬂ'éf_&)wﬁﬁi HEITTETHS,

. Bayesian inference is a méthod of statistical
inferen¢e in which some kind of evidence or
observations are used to calculate the
probabiILty that a hypothesis may be true, or else
to updaté, its préviously-calculated probability.

px|m)p(m)

,
p(x)

i x) =

BrifR: —AREEEICE

- 15 EEOEHEGEL, GEABTEERETEI0DN?
FNEFAN=ZXLEIRAXEH-FTHE->THER
— IMNE B — BREDRAITRLUER LI

pela) = ZAPHE) P(BIA) = (P(AIB)+P(A)) x P(B)
WHRFEE = (TR AE- AL OFER) x WhREE
CNESSICEARVTHAT L, ROESI1TH5H, DFY, TEFTBAETOOMBIEV S AEYiE
LITROF-FERHLRER (BRRER)NASHEL, ChERISHORBROR/E., BALEITE-T 228
ERGHE(FHER)ALRRLTVISIEVWSERAAE, ChERI XEEDRBLNDTHSD.
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AEERAXEEOBAEHRYIRT LT, REFRAIS
WFRSET, BHEROMEEERICIBETS

P(BIA) = (P(AIB)+P(A)) x P(B)

(E1] ~AXEEGHEYEL. BROISERESNS
http://gendai.ismedia jp/articles/-/37143

O, ERA2 IV REE I I—D—HETHD

NI LT 48— (Kalman filter) (&, IRZEDH DI EE R
WT, HHBIS AT LOREEHEEHDUEHIET 278
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p(x|m;)

\.Qm\

wx
] :> [ma] >
[ 7 m] =

! p(mi[x)
L RTLemES : :

rER1D Tl = 2L

At p(x)
iR REMER REO®E

p(m) & p(x|m) DHETE
EHGEEE  BATRE

p(x,m) p(x|m?

p(x) p(x)

p(m|x)= p(m)
——

HREE

p(m) [XVSZAMDOEEEHERAVTHET ILKL
o Tl&. p(xIm) [FESLzLHETESEA5M?
1595 p(xim) £51512(%. AZBEOXIZH T Bp(xim)yEL->TLAR
E&WN(BIYER) . BEEETILORBZDLDTHD.
c WBLWAHYS3DLEH, ERDTH. ZEIFDH. ..
o F3LEETIRBRO—DDAHEAM naive Bayes THD

— p(Xm) [FETILmM DT —42 x NERSNIHERERT BRI DX
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NAZHERESF A—TRAX
« RARHH

P(BIA) = (P(AIB)+P(A) X P(B)
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- B7E
— FHERLAA D TR
- RAZHER
o FA—ITRAX
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- BH#IzonT
— /\%Eg%
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- RTIE
- ZERE

Naive Bayes %E7 /L

« FTYLEHL x (T BROBEM TR RSN T
2ET B

- CRIFEBE (IS EH B .

-BHEF. AFTHNIE, 3], Fih, 7, &
Bk, ... BETHNAIL BRE. EH.
Bifffi, BRFEEARE. EEDMER. ... B RLBA 2

o REMIIFIICHIIET B [ heanemRLT

HYZIELN !
T ZAENHIEIET BHE HYZEWN ! 1EES
DINESEHBZEADERH, LHL. ThEHZ TR
EFTAHDM., naive =5z A,

BHORMETE RSN TS
ELSDIE

« TEEHL) x DB <a,,.

x EEVVTH <q,,.
-l

- TKEBIEIF. BR. AE. 28 HRIA <172,63, F
H Bit>Thd

— MEE123](&. <20134E10A 158 1885309 . HHER
BIE. B, 2018, ©a—R  BIZEY>THD

a,>THAETNIE,
a> EEVWTHRILENSZE
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Naive Bayes %E7 )Lk

o TEEHL) x DEMED <ay,....a>THHEE. sl
p(X=x)=p(4 =a,... 4, =a,) o TRE#L] x (. ZDEMT <a,,....a,> EEIT
[Tr4=a) « ROBYILDTE
= P(X =x)=p(d, =a,.... 4, =a,)
s HETIFHMAMIIELNIDNHTEET, =ljp(A,=ai)
p(X=x|C=c)=p(4 =a,....4,=a,|C=c p(X=x|C=c)=p(4 =a,... 4, =a,|C=c
:ﬁp(A,:a,IC:c) :fl[p(A,:a,w:c)
FFEERLT T. ZTNIFEHLND ?
« MLL\DIF. p(mlx) TH>T=, s TNIE BEOHAEIREOELI D,
p(m|x)= p(x,m) _ p(x|m) p(m) = pa,,...,a, | m) () rg/\/UFuEJEE\J@*E? )
p(x) p(x) p(x) s [BHBAZNE, (EEITD)/INTA—4E
THdho ?E_Elisﬂ\ﬁﬁ?—gﬁﬁ‘gli%Lj(%(ﬁéjt
ﬁp(ai \m) LD RERE
p(m|x)=-———p(m)

p(x)

LT BD M. naive Bayes
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s BHERIHEREHIBMBIEEZLSIEDELES, LT, fi
TEZLD,

o <ALALALAS [F<BER.ARE. B, ES5>THY. ENE
. B, PIEDIME(0,1,2LHKFET D) ELEDIDET D,

o HFICHMITRELLED (FHRAMBEL) . LlEdE. EIE.
34=81ED, <A,;,A,,AA,> OERELE—#BIZDE—EDHE
B P<A1,A2,A3.A4> WNRENEDARETEITED, #BF0
M1EVSHFAH DD T, SOBEDMEARENIELLY,

s COEEZT—AMNDRHBFHEET D) ICIE. T—RTAEC
SLMBEEDTHAIMN EZTHES (MEYLLINEID) .
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- BF—AGHD EEVNCRITHEET S,
<A AALAS DREEROHESTIE. SEARELS.
- BENT: BR o, NRETIEEE p, £ 5 (pOBHIE

1), BEnERYELI-BSIHR o, hinERET DR

(n ng;n )_7’1. e py
DU sees TS T Pseess Pr) =~ VP Py
n'---n

127 e
< BE.HFE. 28 HORE

E(N;)=np,, var(N,) =np,(1- p;), COV(N‘.,N_/) =-np,p;
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BHEHIZOLTH#ER)

© Petypiziy [EBHBBBD T ARIZ pogyp0-=1/81 EL. CHETEHET
23DELELS,

o <0,0,0,0>DHIE. 2EAHTTHY . HIZIE, n=8100 EFhIE, F1Y
np-g.0.00- =100, 38D 000~ (1= Pog0.00-)798.8, IREMRER9.94L75 5,

o EWSTEIRL pggg EHEETHDIT. n=8100 ELTH, <0,0,0,0> D
EHAS. 100£10LLA (FRE10%LLN) &R HRER(FBEFI68% (X110
Zh),

- B :-(

o EIAM BRBHEMNRIIZETBDE. Ponor =170 B po THTE
FThIELL ZNTRIZET—2 (S DHITIE n=8100 ) H'EZ 5.

o EWSTE py=13ETBEL n=8100 [TxFL. F2700, H#% 1800,
ZRHRE42.4 L1355, 2700£270H GRE10%LAR) LA HREE (S
H1-2/10{& (60) LAE
— n=300&F ML, F15100, 5 81~66.7, IBHERES. 168K, 100£10AR (FR=

10%LAM) E7FDHERIZO8% K Y IFRELNAY, F, RILLBLN 1ok Y K) %

> x<-dbinom(0:200,8100,1/81)*8100
> plot(x,type="h",x1im=c(70,130))
>

,
70 80 0 120 130

90 100 "

x
150 200 250 300
I I I I

100
I

50
I

0

Index 27

BHERIZONWTHEL R)

TokiEHNIX

® p<A1,A27A3)A4> %s ﬂiﬁt;b(:~ *EELJ::)L‘?-ZD&~
n=8100 TIRE10% A LB HEE (I E968%
(IX[X10)

« —7A. naive BayesHIICBEDMIIZRET HE.
n=300 TERE10% LN ELDRERIT68% &Y [EKE
LAY, Fh. RILLBL H

- n=8100bH (L. FRE10% LA
DR 1 -2/1018 (60) LI E
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o EITHXAS, JLZEFENYTHD,
« LA, BEITRIADHT >N
- ARONELOBEEEZ LS BABTNIE, BOREELL, A D,
- EAD. <B, RO RIE, B> EVSSBEFE VIR TR

o MM THLDIC, BIFRET DHEAMEIDM?
o HBe<b RIS (EELTLSA RN BLKES) (ET,
- %ﬁ[ﬁ%nafve BayesIZ&>THELIZREEEITFE>(E>TLVELELDHR
Al 3

LML, EBRIZIE. naive Bayes MOIFEHERET HTEN B, Thld.
— BN MR EICL DAY D&Y JRITMEREISL 2 T/ATA—42H
ié‘\i}%%l/f/ \SA—ADEEREEER LS EIEICLDRY DDA ST
« DTEHRELTLSDITTIEAL ISR - SEERELTNDDTH S,
— ERRCE BRI THEBRIELTHMERTERIEN SN
MO TIERELNEEZBND,
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Naive Bayes 4825

¢ BIDRSARIZRST, \m g & I\
Ix) = p(x(l r)n) p(m) = S
[ZBWTom ELT ISR, my ELTYSR2EEZD
o FEHL x IFERE(T—R1E) DEET. &ET—2IE. BT
<A,,...A,> TRRBEN D,
- BEMEHNIEELS
. BRI THD
« VAT BFEEOH I TREM TENS

— BYUSARTE A, DEBE ay,....a, ITETDHEE p,,...p, PRES
TWB(CNERDDDMNIEE )

p(m ( o) p(mlx)

Naive Bayes % %525 (#5) Naive Bayes 53 %875 (1<)
c LEDIREDLE « ETILmERLRT H/N\FA—F(CDHE LR
Pits-- P CT) DHEEIERD L1247,
(m \x):gp(x‘mf) (m,) ‘mMAP =argmax; p(m, |x)‘ ) :l.h-:)l/ " b‘%if}iéhtv‘*‘—’}"& VitV
pim; () pim; G=1,...,.N) EL&KD
= p(x|m;)p(m;) — [ o
_ » » B A, G=1,...,n) I2DWLT, yipe vy PERRNT S
Pl lm)plm,) LEMED, BRI 123 DIEOMBEESED, 123
= p(ml')H p(al_ ‘ml) Qim:) p(m,x) O)Eﬁéﬁiéo
ﬂ\ @ g ﬂ\. o TNETEIZ. py.popy EHET B0 BIRIE, py-1
- " DEHUN, p,2DEHUN, p,=3DEHN LLVSKS
m ‘ " 295, 34
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Outlook | Temp. Humidity Windy Play

Sunny  Hot High False No 5_7_—:1%1:[5) Play=Yes &(7_—_:11%
Sunny  Hot High True No 1TH7ELY) Play=No M2DDIFAM
Overcast Hot High False Yes ®o

Rainy Mild High False Yes

Rainy Cool Normal  False Yes COEE, TEED R, DFEYEE
Rainy Cool Normal  True No TEIHLY %ﬁi‘ﬁli‘ PIay=Yes
Overcast Cool Normal  True Yes zf};g%()a?g})ﬁ%q_aéy:Norﬁ?
Sunny  Mild High False No

Sunny | Cool Normal False Yes

Rainy Mild Normal  False Yes ‘Outlcck Temp. Humidity Windy Play
Sunny  Mild Normal  True Yes ‘S“""y Cool High True ?
Overcast Mild High True Yes

Overcast Hot Normal False Yes

Rainy Mild High True No

Tom Mitchell ® Machine Learning EL\SE#A 5. K{EHhFET %




(BIYKEWA) T—2ZE IS RIZ5E]

—

TF—

FDYEMA T, #E

Outlook | Temp. Humidity 'Windy Play Outlook Temp. Humidity 'Windy Play
Overcast Hot High False Yes Sunny  Hot High False No A1=Outlook \2=Temperatur. A3=Humidity  A4=Windy Outlook | Temp. Hurmidity Windy Play
Rainy Mild High False Yes Sunny  Hot High True No Sunny ,2 Hot |2 [High 3 [False ,6 :‘Zryml;i; ::Z: :::: z:
Rainy Gool Normal | False Yes Rainy Cool Normal  True No 373 (Rlvércas(': z”d| .; Normal 16 |True 3 Rainy  |Cool Normal False Yes
" : any 00! Overcast|Cool Normal True Yes
Overcast Cool Normal | True Yes Sunny  Mild High False No it o ot o ot 3 ot o oy [Gool [Normal |Fafs [ves
Sunny  Cool  |Normal False Yes Rainy __ Mild High  True  No Sunny 2/9 ot 2/9 High  3/9 False 6/9 Rainy |Mid | Normal False |Yes
Rainy  Mild Normal False Yes B overcast4/9 Mid  4/9 Normal 6/9 True 3/9 Suny {1 _oomal_{Tuie es
vercast Mid _ Hig rue | Yes
Sunny  Mild Normal  True Yes Rainy 3/9 Cool 3/9 Overcast Hot _|Normal _False Yes
Overcast Mild High True Yes
Overcast Hot Normal False  Yes A1=Outlook \2=Temperatur| A3=Humidity _ A4=Windy
Sunny 3 |Hot 2 High 4 False 2
v . v v 2 Outlook _Temp. Humidity Windy Play
s |Overcast0  Mid 2 Normal 1 True (3 Sarry ot JHah [False [N
Rainy 2 Cool 1 Sunny  Hot  High True No
a5t 5 ait 5 A% 5 At 5 Raeiny  Cool Normal True [No
Sunny (3/5 Hot  2/5 High  4/5 False 2/5 iyy 31: :Z: :.\‘, ZZ
“fi‘” Overcast0/5 Mid  2/5 Normal 1/5 True 3/5
37 Rainy _2/5 Cool __1/5 38
p(m; | x)=p(x|m)p(m,)] p(x)
—
- BRELED | v
—_ N~ —_

DORITEHTH ,,
72777 =|[1pta,1m,) |p(m,) [p(x)
otk freme. v ‘Out\ook Temp.  Humidity Windy  Play | =
s o [Sunny [Gool High  True 2 | ——smo .

Overcast Gool ves
- = P (T e Y Sunmy[Gool ves
<. s \ Ouercast i Yo = p(Outlook=Sunny | Play=yes) = p(Outlook=Sunny | Play=no)
\ Overcast ot ves
e e * p(Temp=Cool | Play=yes) * p(Temp=Cool | Play=no)
vioon ToroFumidiy Wnsy_[pis L .
. * p(Humidity=High | Play=yes) * p(Humidity=High | Play=no)
anny_[Hot[riah [T .
oo o [T o * p(Windy=True | Play=yes) * p(Windy=True | Play=no)
Rairy _icbigh T o * p(Play=yes) / p(x) * p(Play=no) /p(x)
- =(2/9) * (3/9) * (3/9) * (3/9) =(3/5) * (1/5) * (4/5) * (3/5)
A1=Outlook A2=Temperature A3=Humidity Ad4=Windy m=Play “(9/14) / p(x) *(5/14) / p(x)
Yes No Yes No Yes No Yes\No _Yes No _ = 0.0206 /
Sunny 2 3 Hot 2  |High 3 4 False 6 9 5 =0.0053 /p(x) =0 p(x)
Overcast4 0 Mid 2 Normal 6 1 |True 3 3
Rainy 3 2 Cool 1 / SN, p(Play=yes | x ) < p(Play=no | x )
Sunny 2/9 3/5 Hot  2/9 2/5 High  3/9 4/5 False 6/9 2/5 9/145/14 Fibhb. [TZREThEM o= (THREVESS) |
Overcast4/9 0/5 Mid  4/9 2/5 Normal 6/9 1/5 True 3/9 3/5
Rainy _ 3/9 2/5 Cool __3/9 1/5 39 E 1p(x) [ FRISLESTENCEN D D; LT REHFITATISHBLEZNS. 4
*, >
EP/Y RTIX?
- # package el071 #ARh—JLLT=#.
S 8
+ SBEESHEDNREH > Tibrary(el071)
. TE%‘ > setwd("D:/R/Sample")
e . N > xy<-read.csv("04PTayTennis.csv", header=TRUE)
— EHAERIANAADTER > xyt<-read.csv("04PlayTennisTest01.csv",header=TRUE,as.is=TRUE)
R SN > tt<-data.frame(factor(xyt[,1],levels=Tlevels(xy[,1])))
‘f;‘(mnmi\ > for (i in 2:5) {
o FA—TRAX >  tt<-data.frame(tt,factor(xyt[,i],levels=levels(xy[,i1)))
27 5= >
— FA—THERENSTE > names (tt)<-names(xy)
- BH#HIZONT > tt
_ syeEm outlook Temp. Hum'idjty windy Play
*> 1 Sunny Cool High True <NA>
_ el > m <- naiveBayes(xy[,-5], xy[,51)
- > predict(m, tt)
— RTIE [1] No
— HBagE Levels: No Yes
>
xyt Z % (as.is=FALSET) 5 EMTERUVDIE, TR F—4%factor|Z LT HEE (read.csviR) (2. xy DlevelsES
41 B BESBIREN TERN O THE, LROLSIFCERELHEREL. 42




2 1

For)L—7TlE7<, applyZEL =L D 12hY, levels AHEESINTLEL, SELIDELY,

package €107 #AVRb—)LLT=t.
Tibrary(e1071)
setwd("D:/R/Sample™)
xy<-read.csv("04PlayTennis.csv", header=TRUE)
xyt<-read.csv("04PTayTennisTest0l.csv", header=TRUE, as.isS=TRUE)
tt<-apply(as.data.frame(1:5),1,

function(i) factor(xyt[,i],levels=levels(xy[,i])))

VVVVYV

> tt

[1] sunny Cool High True <NA>

Levels: Overcast Rainy Sunny Cool Hot Mild High Normal False True No Yes
>

1 22

FRADHEEREHNTEIELTES, type="raw" ZMZhILLL),
ERUE (BRIANM) LI hEh b,

> predict(m, tt, type="raw")
No Yes

[1,] 0.7954173 0.2045827

>

43 24
EP/N INGA—REFERE GIFRRE)
% [2F3S A/t ivs g7
confusion matrix:
>m (Weka &4T-5IA%#)
o SAEFESEBEOFH Naive Bayes Classifier for Discrete Predictors > table(predice(n, xy[,-51), xy[,51)
X
B call: /
- BB naivesayes. default(x = xy[, -51, y = xy[, 51 w56
= Q S AL
- EHHEELA(ZOER scrior prossiies: WY‘?SH‘*“"-
$ » =B ’ No Yes
- A(K?’ém 0.3571429 0.6428571 EFRIEN
S A » {o]
o FA—TRALX Conditional probabilities: ®
outlook
— Ty 5= xy[, 51 overcast  Rain Sunny
- FA—THREBENITE No 0.0000000 0.4000000 0.6000000
Yes 0.4444444 0.3333333 0.2222222
- BH#zonT
REH L.
PAY . 5 Cool 1d
- SR ML T 00 o 4000t o soomad Ai=outiook | AaTamparaars | Aomrumiary | mistina, | wceiay
I f‘ 1 Yes 0.3333333 0.2222222 0.4444444 Yes No Yes No Yes No Yes No Yes No
— fE B S 2 [ Wl 2 2 Am 3 4 [ 5oz 0 s
Humidity Overcasts 0 Mid 4 2 MNomal & |1 |Twe 3 3
— S xyl, 5] High  Normal A T
RT& No 0.8000000 0.2000000 Rany 37 Cool 3 1 -
. Yos 0:3999333 0 eeneeer Sunmy2/8 1375 Mot 12/8 12/5 Hgh 9/9 [4/5 [Faie |6/9 2/5 9/145/14
- Overcast4/9 (0/5 Mid 14/9 2/5 Normal (6/9 11/5 |True 3/0 13/5
windy Rainy _3/9 2/5 Cool _3/9 1/5
xy[, 51 False True
No  0.4000000 0.6000000
Yes 0.6666667 0.3333333
45 46

SBHDRBE

+ Naive Bayes :ZZ AT, TREDIFET -0 52501
LE. TRADTANT —2DOBHEIRF—IDELHEE &Ko

o REFSTLEEN, T—RIET7AILICHELTHYET .
MEs B H LTS,

B T ] N - 2 2 W R E =
— no < : 5 ?

e o = i e~ [xs T & T = [ a5 | |
[ #E ] o— 1 es
Y ] 0— [ no
#HE [ a— [EE3 no
~: B a— Bk es
#E ] o— B es
~ 2E | @ es
E [ A4 [ es
g [ o— B es
=Y E; ¥F | ma no
] B o— [} es
T ] *F | m es
oY) B A &3 no
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Novel genetic susceptibility loci for diabetic end-stage renal disease identified through robust
naive Bayes classification

Diabetologia, 57(8), 1611-1622,2014.

Jessica Minnier, Ming Yuan, Jun S. Liu & Tianxi Cai
Risk Classification with an Adaptive Naive Bayes Kernel Machine Model
Journal of the American Statistical Association, online: 08 Apr 2014

Nayyar A. Zaidi, Jesus Cerquides, Mark J. Carman, Geoffrey I. Webb
Alleviating Naive Bayes Attribute Independence Assumption by Attribute Weighting
Journal of Machine Learning Research, 14(Jul):1947-1988, 2013.

Liangxiao Jiang, Zhihua Cai, Harry Zhang & Dianhong Wang
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Journal of Experimental & Theoretical Artificial Intelligence, 25(2), 273-286,2013
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Increasing the accuracy of incremental naive bayes classifier using instance based learning

International Journal of Control, Automation and Systems, 11(1), 159-166, 2013 48




FED

RAZ Y
- AELAERAESERRE (ETIV) OFEE (FHTHEE) &
Ko, FNICEIE RE(ETIVEHRET S
ISR
- (BREGHOETLAMRETERNMER) /I5A—F%R
HEDITWEGFET —SUNBKIZHD
FA—TARAZ
- TORMERDFERAEED—D
- (T—3ERBY D) BIUESRE IR EET D
« ERICERILBLENMRE THSH. S FEC
STLREDHRMN !

49




