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Precision & Recall DRIIZ

TP, TN, FP, FN

M A L5t M ALt
u [ ]
u ] u u [ ] u TP: True Positive
[ | u TN: True Negative
FP: False Positive
_ .FN FN: False Negative
%t 5kt -
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ROC curve

ROC curve (recsiver Operating Characteristics”)
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m over-learning &h" over-training &MEIEN D s PEFRETHEVEDET, ZELTLES
overfitting &% n FEITRETHENED
BFET—REFLDLRY

. ﬂBE%‘“(Ed)ﬂ%ﬁb\ﬁt5@1(1“@1@&6)@’5[@%7?% THd
=0, LT RYLHD

FETAEENLRY
. %iv‘—'—m:lz/zﬁiﬁﬁgéﬂ SEIFRIHLRBEICL /A XSEET

COBEYDIEEEDS

s 2ELTLES
FEEANBLNS
n SRAETATREAR/ AT A—FHA B LY

0000 0005 0010 0015 0020 0025 0030 003

"Nip:/inews. Softpedia.com/news/Human-Perception-

Bl: VA X -RYDEE g JAX-RYDZEE: BEHELL

° ° EDEFILLF—4
o) [¢] e o

(]
S a ® o ° / V%
° ° ® / o o °
° BEGE
° ° °, % 1R QREBER | kB IER
° ° \ ° IRSA—5H 2 3 5
&} ] ¢} @

[¢] ® @ A smEn
o BRE(FEERE) x i 0
° o ®
° e o Fams 1 5 x
° o, ®
e e, % e A H75(?) BAGE RO T E:

http://www.mste.uiuc.edu/users/exner/java.f/leastsquares/

hitp://en.wikipedia.org/wikilFile:TV_noise.

wis YN | ] JAXRYDEE: READHI

~ ] T target
—— degree-3 polynomial
—— degree-5 polynomial n BRI BRLIZK
Setseed(123) #ty200r30 9 _ degree-§ polynomial 1,2,3,4,5,6,7,8,9,10,11,12,13,14
x<-2* (runm nData ) -05) [9+,5] @ #& PlayTennis
noiseSD <- 0 Boolean RYEX
y < sin(pi*x) + nolseSD*(morm(length(x)) 1, [22 o g ]11 Sunny Overcast Rain 4, e;;i 120114
 <- functi =
function(x) sin(pi*x) g 24
plot( f, xlim=c(-1,1), ylim=c(-1,1) ) 3 74213 @
points(x, y) High Normal [4%,0] Strong Light
fit3a <-Im( y ~ poly(x, 3, raw=TRUE) ) 3 x
fit3g <- function(x) predict( fit3a, data.frame( x=x ) ) < 1 21 5 5- ?
P 04,3 0+,2- 34,0
plot( fit3g, xlim=c(-1,1), ylim=c(-1,1), ylab="", xlab="", col="red" ) 0431 [261 et [zm.q Cool [0%:27] [3+,01
] N JAXPRBOMRNEI
s < - ponts, 5, oveTRUE)) 2 evoanss)
par(new=T) T T T T T [U" 1 Bl l“‘ 0]
plot( function(u) predict( fit5a, data.frame( x=u ) ), 1.0 05 0.0 05 10 l‘+ a.]
xlimec(-1,1), ylim=c(-1,1), ylab="", xlab=", col="blue" ) . _ ’
M n ERHI/ A XDHBE
par(new=T)
plot( function(u) predict( Im(y ~ poly(x, 8, raw=TRUE) ), data.frame( x=u ) ), 215l 15: <Sunny, Hot, Normal, Strong, ->

xlim=c(-1,1), ylim=c(-1,1), ylab="", xlab="", col="green" )

- COBIREF noisy THD. Thbb, ELLSALIE +
LBTISERLI=KRIE. ChE BHETS
REKREEDLSITEHFINDHED (incremental learning % %.5)?
HLLMREE h'=T OMEEER h =T £YEBS B2EFBEND VA XIZRERTVNSHS 1)

1], par(“ust*){4],

legend(par(
c("tan legree-3 polynomial”,

“degree-5 polynomial", “degree-8 polynomial”),

Iwd=1,
col=c("black", "red", "blue", "green"),
)
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R&EWeka THEH!

e, R THLTHZFRIER
y]i-(xir;mrm(zo,sdm
plot(x,y

xy <- data.frame(x=x,y=y)
ress <- nls(y ~ a + b *x + c*
start=1ist(a=1,b=1,c=0.5,d=0.

*xA3 + e *xA4 + FExAS, data=xy,
5,f=0.001))

EERDMLA: RTIX

HOHOT—H

Tlibrary(rpart)

gk J

curve((x),col=4, add—T) ; # " "
Tines(x,predict(ress),col=2) # F setwd("'D:/R/Sample™)
iris <- read.csv("07iris.csv", header=T)
resl <- nls(y ~ a + b *x , data= xy, start=1ist(a=1,b=1))
Tines(x,predict(res1),col=3) # %
°© (iris.tr <- rpart(class~ ., iris,
&1 / control=rpart.control(minsplit=1)) ) 175
/ plot(iris.tr); text(iris.tr) setosa
24
> # PERE
> mean( (y-predict(ress) )12) ESSIES
1] 5.80877 © s - <495
>[ ,]“ea"( (y- pred1ct(re51) IA2) (@iris.tr <- rpart(class~ ., iris, s W
[1] 8.454419 ol control=rpart.control (minsplit=1, cp=0.01)) )
> # AR 4 plot(iris.tr); text(iris.tr)
> mean( (x-predict(res5) )A2)
[1] 3.544463
> mean( (x-predict(resl) )A2) © 55
FROFTHT—HEIERL
[1] 0.8988136 TNBES<HAS
o
Tl&. minsplit # 10, 20, 30, 50, 110 EL{=5E5%:51255M 2
Tl T—58EE LY REZEL ! ' ' '
F1YUI=DE 515 B 1550 2 s 1 '5 o
x i 2008/06/post 656 himi
aolier: 141719 - teees 48 @77, (LB
Weka TIl& ECAT. HFRHOT—4
eKa — < BlF i
) } =Hgn  =Normal = Normal Tibrary(rpart)
07PlayTennis02.csv %5k | ~_ AN Ten
setwd("D:/R/sample")
J48 TAREMER e 7910 S dig <- read.csv("05optdigits.tra.csv”, header=F,
colClasses=c(rep("integer",64),"factor")
Hbh? HIELAEL, = Sumny = Overcast = Rainy
H: ;@%/]\;_Q(Obj)ﬁjﬁ 2Lk _ | N dig.test <- read.csv("05Soptdigits.tes.csv", header=F,
CNEIUEIZLTHES - - - colclasses=c(rep("integer",64),"factor")
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> # accuracy for learning data
> predictedTrain <-predict(m, xy)
ﬁ%' = > (cm <- table(xy[,65], predictedTrain)) rt <
Z N B z~ 'i predictedTrain p z N 'i
=z - 0 1 2 3 4 5 6 7 8 9 rpa
03722 0 0 0 3 0 1 0 0 0
. 1 038 8 0 0 0 o0 1 1 11 for (cp in <(0.07,0.05,0.03,0.01,0.003,0.001,0.0003,0.0001,0.00003)) {
'hbrar‘x(?lwl) . § g 13? 372 g ‘i g é 1i ; dig.tr <- rpart(v65~ ., dig, control=rpart.control(minsplit=3, cp=cp))
setwd( D</R/S§mp1e ) . 4 0 4 0 037 0 315 3 ¢ tb1 <- table(dig[,65],predict(dig.tr, dig, type="class"))
xy<-read.csv( 050Ptd191E5.tra.ssv B s 0 1 1 2 2342 1 0 1 26 err.train <- 1 - sum(diag(tb1))/sum(tb1)
header=F, colClasses="factor”) 6 0 3 0 0 1 0373 0 0 0 tb1 <- table(dig.test[,65],predict(dig.tr, dig.test, type="class"))
xyt<-read.csv( 050ptd1g1”t5.teszvcsv , 7 0 2 0 0 2 0 038 1 2 err.test <- 1 - sum(diag(tb1))/sum(tb1)
header=F, colClasses="factor", 8 111 0 0 2 0 1 0363 2 print(c(cp, err.train, err.test))
as.is=TRUE) 9 0 4 111 9 2 0 11 3341 1
tt<-as.data.frame(factor(xyt[,1], > sum(diag(cm))/sum(cm)
o e e W oo e o <
for (i in 2:65) { i # accurac ‘ : :
. y for test data [1] 0.0300000 0.3212137 0.3516973
tt<-data.frame(tt,factor(xyt[,il, > predictedTest <-predict(m, tt) [1] 0.0100000 0.2312320 0.2576516 BN
Tevels=levels(xy[,11))) > (;::d;;t::!;lzgtt[ﬁs], predictedTest)) [1] 0.0030000 0.1148313 0.2092376 B
names (tt)<-names (xy) 0 1 2 3 4 5 6 7 8 9 [1] 0.00100000 0.06251635 0.16583194 £ 94
0172 0 0 0 4 1 1 0 o0 0 [1] 0.00030000 0.02615747 0.14468559 s
_ : _ 1 0152 15 0 0 1 1 0 1 12 [1] 0.000100000 0.006016218 0.143016138 £
m <- naiveBayes(xy[,-65], xy[,651) 2 0 714 2 0 1 0 1 7 5 [1] 0.000030000 0.005493068 0.142459655 £ 37
# accuracy for learning data 3 g ; é 1sg 17? (Z) g i ; i
predictedClass <-predict(m, xy) 5 0 0 0 1 2168 1 0 0 10 B
(cm <- table(xy[,65], predictedclass)) ? g g g g é g 173 163 g 3
sum(diag(em))/sumCem) 8 013 1 1 1 3 0 214 11 El
9 0 2 1 4 6 4 0 2 515 T abs ovs obe obs ooz oo ob
» Sum(diagtamty)/sum(cnt) 007 006 005 004 003 002 001 000
[1] 0.899833 cpinmpart

cp=0 0\5 \ % I?% 0) 5* ﬁ *

BEE L, — R TIEDAZL
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120y,

RN EEM 2 (8e) bbbtk RALORER
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RREDKRESLFAREDRESDFEIRR m T AT —% (validation data) A%V EEES L&
MEIYS5BIEHMERE 57
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% _T. cross validation

n FET—HE2DIIH 1T, —EEFEEIC. — 8%
TAMZAWS
TANT—RIZ&DBREE. PRREDHEEET S
n TNERENEYIRL, T FRREDHEEIDF
HiEELS

n THBYUIRT IBFIC, S RTITAVIIZTHS,
FET—RE.FOHKELIL. ZO—@ETAMI &Y
k-1 HZEZEFICAWLES, ThE k BEYIRZES
BLa: FOT—43—RETTFRAN—42(25%, Fh
E\F_ﬂélﬂgg 2D IERREAS, confusion matrix &3 %2&

&5

k EYORNYF— 3>
k-fold cross validation

HiET—5% k BICHT. (k-1) BTEIL
BRYTTRREZETRITS, _h’éé'cw
k BEOHEABDLEITHLTITES

L N 000
LYJ
TANE

HRETIHBLAY, SLDHEITHEEITLK
7LTUXLOHEDBNSEN LIS
WEOWED/ (SA—2 EHE) EROHENTALS

COMREERTITof=&3IT,

Weka: T74+— LD 10 fold Ccv

HOODTF—ATRHLTHES azer: 150407 - woss, s i) (]I

F/INT—2E (MiNNumObj) A2 &F:

=2 Confusion Metrix ==

a b o < oclassified as
481 0] a= Iris-sstosa

047 3 b= Irisversicolor
0 248 | c= Iris-virginica

azer: 15:0435 - trees. 15 i) LB
/T —HH (MinNumObj) A1 D &E:

=== Confusion Matrix ===

a b o < oclassified as
481 0] o= Iris-sstoss

047 3 b= Iris-versicolor
0 44| o= Iris-virginics

R T 10-fold cross validation

71X r—< bootstrap 10 crossval ZfLV5
BUBEH D REEGOT, TOTS LR KERT.
iris 7—41Z rpart & minsplit=30 T{T>1=#ER TH5.
setwd("D:/R/Sample")
iris <- read.csv("07iris.csv", header=T)
Tlibrary(bootstrap) # crossval will be used
theta.fit <- function (x,y) {

tmp <- data.frame( sepallength=x[,1], sepalwidth=x[,2],

petallength=x[,3], petalwidth=x[,4], class=y)
return( rpart(class~., tmp, control=rpart.control(minsplit=30) ) )

}

theta.predict <- function( fit, x) {predict( fit, data.frame(x), type="class" ) }
results <- crossval(iris[,-5],iris[,5], theta.fit, theta.predict, ngroup=10)

(cm <- table( iris[,5], resultsScv.fit ))

(accuracy <- sum(diag(cm))/sum(cm))

> (cm <- table( iris[,5], results$cv.fit ))

12 3
Iris-setosa 50 0 0
Iris-versicolor 0 7 3
Iris-virginica

(accuracy <- sum(dwag((m))/sum((m)) DENISUF LIZFTHNEDT, RED
[1] 0.94 SICHRERE>TETRBHETIEAL,

v

HBHE. 2T HTEELEBEROFEREERDELSICLT
KROBZENTES,

m <- rpart(class~., iris, control=rpart.control(minsplit=30) )
predicted <- predict( m, iris, type="class" )

correct <- iris[,5]

(cm <- table( correct, predicted ) )

(accuracyTraining <- sum(diag(cm))/sum(cm))

> m <= rpart(class~., iris, control=rpart.control(minsplit=30) )
> predicted <- predict( m, iris, type="class" )

> correct <- iris[,5]

> (cm <- table( correct, predicted ) )

predicted
correct Iris-setosa Iris-versicolor Iris-virginica
Iris-setosa 50 0 [
Iris-versicolor 0 49 1
Iris-virginica 0 45

> (accuracyTraining <- sum(d1ag(cm))/sum(cm))
[1] 0.96

R TEHIREARDCV

TRDAET CV A TES (ngroupMCVEE DN BB ERT)

Tibrary(rpart)
setwd("D:/R/Sample")
xy <- read.csv("07PlayTennis02.csv", header=T)
Tibrary(bootstrap) # crossval #EfT5
theta.fit <- function (x,y) {
tmp <- data.frame( outlook=x[,1], Temperature=x[,2],
Humidity=x[,3], windy=x[,4], class=y)
return( rpart(class~., tmp, control=rpart.control(minsplit=1) ) )

}

theta.predict <- function( fit, x) {predict( fit, data.frame(x), type="class" ) }
results <- crossval(xy[,-5], xy[,5], theta.fit, theta.predict, ngroup=7)

(cm <- table( xy[,5], resultsScv.fit ))

(accuracyl0cv <- sum(diag(cm))/sum(cm))

RERDEMESEFIET /85 A—4(& minisplit THEDT. ChEEZT.CV Zi#H
%, 158 AITIE, 7-fold CV &LT=
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