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automaton ﬁpro'ect 'ARA).”, Technical Report 85-460-1, Cornell
Aeronautical Laboratory.

= Rosenblatt, F. (1962). “Principles of Neurodynamics.”, Spartan Books,

New York.

FIGURE 1. The one-layer perceptron analyzed by Minsky and Papert. (From Perceptrons
by M. L. Minsky and S. Papert, 1969, Cambridge, MA: MIT Press. Copyright 1969 by

MIT Press. Reprinted by permission.)
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Cambridge, MA: MIT Press
= McCulloch & Pitts —a2—B> D FvkT—1% Turing #K &S 1;
TH ENT?:
« FPESEDIHEEMSLEN
= FHEEBORVNT—IEFEIEETITYRLR, B, FELGE
Ly

i EE S|
cCIFFETS

©
fubat
FELAL

BR(HNE) ARE-TVSLE BERBEEEINETHD, TRTD
HEEEELTHEDLLA MBERZOERERBEZRODDFEMNDHLELY

:_L PDP

= “Perceptrons” M LVT, CHORNFDOHRA20EEHELIZEWNS. ..
= #xi%: D.E. Rumelhart, J.L. McClelland, eds., “Parallel Distributed
Processing: Explorations in the Microstructure of Cognition”, MIT
Press, 1986.
= WRXDOERR, BEHGLONLEFHBELDET
s SFNI-EBRIFRECSATLTNS— 5!
= BEFEEFEZ7ILTY X L back propagation learning algorithm: #£/5
DECHELDZa—FNFRINT—IDEEETREELT-.
= [E(E, BUOHEEE, COM, FREINTLV= (Amari 1967; Werbos,
1974, “dynamic feedback”’; Parker, 1982, “learning logic’) ®T. BH¥R&
L\;)i%fﬁi@bﬂ\&:’). LAOL. CORHEBHHFESEILFRELHR

i PDPMD R

= RFOH A (FRERE ) =M H T RE
B84 (sigmoidBi%k) I Z 1=
» P EMEESRER/MEMEIC T L
Ew= Y (f(x;w)—xo ALEfE)
FRTOFT— 4 x,

» (EfRTS - ZEH D) RER/MEEEEE
HT naive BHETEW = (HZEBTE)




REDH/ME

= B (RE=0)EROTIEHLIFAN
« HROEHIZFRYL DS
» TRISERUAHENELNEL
s THTH TADREREENREANLLALL
» (RETEHEHN) BRBEERFEDED2R
E.ETRITOVTRLIELDEREEER
£
» ENER/METHHEERONIEEL !

i U EANRTF

i m/IMEAE
s WHALTOLBWNEAREXERBFIELN ! KEh?
Ew)= D (f(xsw)—x,0 HERfE)

FARTOF—Hx,
OF

0
ow
» fIFIEREEBP A, COAEXITIFRIEILFIE
Kb, FE. gL
» REBEDLT DO BERELTUKHRIEEZD,
Thahb, E(Wl)> E(W2)> E(W})>
EBD w,w,,wy- ERODDIFEEEZD

i (RE) &/MEiE

o (H/MEIZEHRABHENMRESATNSA)
» ITLRVEMGLON REBET &
« BRKEZRDDEL. ZRBLFEBFEYEDLELY),

XA TAREESRE
BYHEISER!

S #n

i BRRIZIX
- BABTAER

_oE
ow
» TOAMEIZB>T AL wEELEET D
Wnew <« Wcurrem _ a£
n@w

 ZERE >0 ELEFICEDLIBHEHY

3 Za—JIRryhT—0ODIZE

» REARTARITHEBEMCERTHON,
J:i(;;%ﬁzd'ét\ TO5SLLRT LV
—GE‘ o

S (o [ 1 FE) O W (0] iR 40

REBIERBEEND

(error back-propagation




REDED DT

MSE
1.4

12

1.0
0.8
0.6
0.4
0.2

0

0 5 10 15 20 25 30 35
#YEL#(#41100)
(BN ENRE)

=l81x]

D EEE

v7@ Communicator@ AINFE)

I wIv-s & , =] & mas(
Options Fucton | Swpl | NewsNewok | Tring | Abouw | E|
Actions | Resumpls | Randonize Weights | Compt Weights |
g——— J
04 10
02

0
o1
|
o 0 10 10 [CRUE Ho
[¥ Training Entor (red) [ Validation Envor (bbue) [V Furction (gray) [V Samaples (red) [V NN Output (blue)
CumtCyck: [0 Buor  [FOIOGER ValidaionFoor [0SR gofhismuwits; [
HillenLaer  LomirgRate -2 Actiation Fucton[f17elar Stgaeid =
&= [Applet FuncApproxApplet runnine S5 om ap @ 2|

http://neuron.eng.wayne.edu/bpFunctionApprox/bpFunctionApprox.html

EPN

i & #0ER O] BRAE
HREF-RVNT—HIDETIL

- SUREFORLIIFTED SRFHZ
- 2%
» ZE7LITIVRL
» Ji A
- TR BERM, HBEG. BEEE
- BRI BB, £, B, RITER
» PREBRE

s IEXFEH=A—FILRYRT—Y

$ MATEEHHN? ATHLTEDHH,
W

L8

Output units
son
PuLse

== = .
== \
4 /mu T
O0LOOOOOOOOD mputunis
(14 .23 26 57 .46 96 75 .87 .61 85 50 .32 .04) Input vector

Ol Echo
05| Profile

Power

(Gorman & Sejnowski, Frequency
NC 1(1), 75-89 (1988))

ALVINN: B &&#x
. BTk E A

(Dean Pomerleau 1995)

F1 (liz)

http://wyww-2.cs.cmu.edu/afy/cs.cmu.edu/project/theo-3/www/ml hml

Siright Stharp
“Ahead Righe

3032 Sensor
Input Refina

http:/iweb.mit.edul 9/node10.html




o FE TR T

« BEWVZENDM Tz, NI,

« FEEICE, TOTSTHERLGEAS
FRERBARET SH(ZENHD)

. %:_%J:(EétF?é‘ﬂ*ié?ﬁl,uiﬁ'@%of:'d

» R(E, MEROER 1T G05. B
HIBMTHONIHIENTED

EPN
- iR

» HRERTF-TVNT—IDETIL
. BREFOBLBIIETEONZRR

. 2B
s EHFF7ITUXL
[ ] lt,\m

« TR EERN. B85, ERRE
« BRI BEBGEL., S48, E8, KTER
s PREIBRER
s SESFEHZA-TILRVRT—Y

BEER DI (FE DHE)
ek

i BEBFEDHR

» PEEROPRBE~ADFEE

left strt rig
Q. _ &

N

XK
.'(.«‘.‘ b
el

Izt

ht up

i hfEl BRI - B ETRER

» CHIFFEETEDN?

Input Output

10000000 — /10000000
01000000 — 01000000
00100000 — 00100000
00010000 — 100010000
00001000 — 00001000
00000100 — 100000100
00000010 — /00000010
00000001 '— 100000001

i hRERIE(2)

» FEER

Input Output

10000000 — | .89 .04/ .08 |— 10000000
01000000 |— | .01 .11/ .88/ |— 01000000
00100000 — .01 .97 .27/ |— 00100000
00010000 — | /.99 | |.97 .71/ |— 00010000
00001000 — | .03 | |.05 .02/ |— 00001000
00000100 — | |22 | |.99 .99/ |— 00000100
00000010 |— | .80 .01/ .98/ |— 00000010
00000001 |— | 60 .94 |.01 |— 00000001




B &R (3)
- FERR

Tnputs Outputs Input Output
10000000 — | |89 .04 .08 — 10000000
01000000 — .01 .11 .88/ '— 01000000
00100000 — .01 97 .27 |— 00100000
00010000 — .99 | .97 .71/ — 00010000
00001000 — .03 | .05 .02 |— 00001000
00000100 — .22 | .99 .99 |— /00000100
00000010 — .80 | .01 .98 |— /00000010
00000001 — 60 .94 .01 |— 00000001
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= FEHEL
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= DFEYRBBHNKELDENEYEED
= RO TKRELGHBEISERTELL
= RYDE(BOERR ) EB0FEE
= Za—FURYRT =TT TRERV AT LEEDIEMNTERN
= LDL.IXLHD
= BIZIE ERILAE
= TOZVITIIE REWEHE
= PRI HAEDE
« ARBORBEZ->T BEED1—ILOMEAEDE !
= HIZIE, support vector machine
= BELNHDITEL, BHFEBEOFELLTR)RMEOSMDEE
BEFTHROTHDIZE. KWVAETHD

#FLLVENZE — deep learning

BEEEZLRETTH.
*Googlel$26 B (IR 1thB%RE) . R4t DI Google X Labs1ASARIDfiES 2L —ar T HHE
TREGRREFFIERR LIz, AV E 21— —HHERHT DRENEBLEFT HTEIR
PILI=EWS.  http://www.rbbtoday.com/article/2012/06/27/90985.html

http:/www. h.com/extreme/131717-google-and-stanford 1t
digital-brain-that-lik infant-learns-to-identify-a-h face-from-scratch

http://research.google.com/archive/unsupervised_icml2012.html

FYLIAT(20100M B EBELTVDABLNET

3rd generation NN, deep learning, deep belief nets and Restricted Boltzmann Machines

http://www.trade2win.com/boards/trading-software/105880-3rd-generation-nn-
deep-learning-deep-belief-nets-restricted-boltzmann-machines.html

The purpose of this thread would be to verify if the deep belief nets trained for Restricted
Boltzmann Machines can predict or classify FOREX strategies results.
Deep belief nets seems to be quite new thing based on analysis of human brain way to work.

R

= FHEFZFETD 3rd layer
= Hand-crafti&L7zy “‘Objects”
» HEENMEVFEDSHRE
DEVVFEFETERBNICEE
¥% 2nd layer

= MREQELVEFIE, FLIZR
O THIARTRE

« FAFE

“Object parts”

= Deep belief networks (Hinton) J:;:;Zysfr
= Deep autoencoder (Bengio)
= Deep neural networks

etc. Input

FERT IRV T—

t

Input to another layer above
{image with § channels)
Number of output
N channels -8

Number of input
channels =3

Image Size = 200

Figure 1. The architecture and parameters in one layer of
our network. The overall network replicates this structure
three times. For simplicity, the images are in 1D
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» BRRLHENEALNT
s FRBYISSFEIILLKDEN, BERIEBSIFE TIHAL
= HFICRIREL O IFEE R
« BRAFEL, WW] (IWEFEDELR) OTHOFTHIOEFHEH
BEESTHHD
= HITHIE HEOFREHELLIC, BRELTEHENALDND
« TRICRESEITO, BERLBAFRRBENA GO
= Neural Networks (B #M7AR D &EITH, EHEEENEN, HICTHR
RIDH>T IREELIY AT RICES>T=YT S
= FAHAR-EHA - TREDLDIE, Levenberg-Marquardt i&
. %8.R O nnet Tl BFGS ZAL\TL\S

Timothy Masters, Advanced Algorithms for Neural Networks: A
C++ Sourcebook, John Wiley & Sons (1995).
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el
Levenberg-Marquardt ;%

FED

- BiEHHE EEAE ‘
» MRERF-RINT—IDETIV
* = EREFOBIIIETEONRMRR
« 2E
» FET7ILTVI L
W’ZLI L] ];L‘.:\Fﬁ
« TRl EERE. B8ER. ER2HE
. = Fifhl: BARGAML. 2. ER. RoTER
- PEERE
B SFESFELZA-TIRYET S
s [ W :al 10 15
RIZEFTHNN nnet O & A5
> 1ibrary(nnet)
> data(iris)
. R I:‘j:s :J—_%}L*\qu_bFﬂﬁwl\o‘y > ::;:1(1.[;:;th Sepal.width Petal.Length Petal.width Species
DA SIS 5.1 .5 1. 0. setosa
7—2 &L T, neuralnet, nnet LELH S, 49 0 i 02 o
4.6 3.1 15 012 setosa
5.0 3.6 1.4 0.2 setosa
5.4 3.9 1.7 0.4 setosa

—WFRICLTH, BUREDFELLGLTILTY
AL (GREFRER) BMEHODNTLSDHIELLY,
BSAICEBEEZTLESDT,

attach(iris:

# iris 1& data.frame [ZG>TLHNDT, ZOFEFHEM,

iris.nn <- nnet( Species ~ Sepal.Length + Sepal.width + Petal.Length + Petal.width
size=3, maxit=1000)

HFHEVVVOUNAWNR

weights: 27

initial value 177.100666
iter 10 value 24.409026
iter 20 value 7.183210
iter 30 value 5.221957
iter 40 value 4.923773
iter 50 value 4.922074
iter 60 value 4.921957
iter 60 value 4.921957
iter 60 value 4.921957
final value 4.921957
converged

nnet®{E A (RRA%)

>
> source("http://hosho.ees.hokudai.ac.jp/~kubo/Tog/2007/img07/plot.nn.txt")
> plot.nn(iris.nn)

> # confusion matrix

> table(species,apply(predict(iris.nn),1,which.max))

Species 1 2 3
setosa 50 0 0
versicolor 049 1
virginica 0 0 50

>

RON_TayIsEoTIERFEHLL

ger
Species £ £ DFEAL S logisitc function THREBTERLY, £2T
HARFEMBILTHES

780551
iter 20 value 6811561
iter 30 value 5.018212

iter 240 value 3.187806

iter 240 value 3.187806.

final value 3.187806

converged

813 predict(iris.on) THENBH, ThIZRRETHE.
mEEALT(S: 3 EBBIDD) HERRET B,

> table( Species, round(predict(iris.nn) )

Species 123
sciosa 50 0 0
versicolor 047 3
virginica 0 050

cer(Specics),predict(irisn)

Species 123 QAT TED, KEGBRIEL
5000 BEOTHE

for 048 2 4

ca 0149

= # WAMEE 13,23,] ELTRBELTHES
> iris.nn <- nnet(iris[- 5
+ linout=T,size=9, maxit=1000,decay=0.01)
# weights: 55
initial value 178.965462

0.

> *
> sum( abs(a
[1]1333356

al
converged
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LRFEWHT —5

+ B#IZHSHT—% 09banknote.csv £ EELT, Z1—5
LARYRT—IDEZFERTLTHELI, COT—2IE
- ZAADIREDBILIZET 2T —2THY.
- HELLEFTROBIXTAHALGNIZEDTT,
— RKT—4I&, /395 — alr3 [2#H 5 banknote & csv 774 JLIZE
#-RELELOTY

o EiF. BHEEQFHELSONMSKEITTHTIY, 28
MNREVE nnet DFEBT7ILT X LIESEE DL 2D
T—RIEED—HIEEO>TVES, BOFLTYXLTLEZYES

BIZIE, #TEATS svm BEIE
BWITERELTOET .
Flury, B. and Riedwyl, H. (1988). Multivariate Statistics: A practical approach.
London: Chapman & Hall.

> Tibrary(nnet)
> banknote <- read.csv ("09banknote.csv", header=TRUE)
> head(banknote)
Length Left Right Bottom Top Diagonal Y
1 214.8 131.0 131.1 9.0 9.7  141.0 0

attach(banknote)

# BEEE v OBOEREHDE
table(banknote[, length(banknote)])

0 1
100 100
> # 2{E(0, VEOT. HHRTFFLETHY. 0£14 4 H BIRIEIHS.
>

> # banknote (¥ data.frame IZH>TLWADT. TDFEHEA.

> # PRERFE3BETHLTHES

> banknote.nn <- nnet( Y ~ ., banknote, size=3, maxit=1000)
# weights: 25

initial value 50.180002

final value 50.000000

converged

> # confusion matrix

> table( v, round(predict(banknote.nn)) )

EHBDEEHRE - EELTEIL
BHEMANTTEL,

1
100
100

>
> # SELDEL

> # RIFBIICRINETHLOTTH, SREDBONTES THES
> # summary £RTHEN

> summary (banknote)

JR "

> # THERH
> mean(banknote)

Length Left  Right Bottom Top Diagonal Y
214.8960 130.1215 129.9565 9.4175 10.6505 140.4835  0.5000
sd(banknote)

Length Left Right  Bottom Top Diagonal M
.3765541 0.3610255 0.4040719 1.4446031 0.8029467 1.1522657 0.5012547
ARIENECTROPT VA FHEHAXF0NLETIATVEONS S,
ZITBEIECE, TH0. SELUERLLES,

L. B OB (DEE. SOBEY) FERELEVANKESES (LTS R)
LaoLEEITHD,
2TORMMEEERLLTEVGED,

normalize <- function (x) (x - mean(x))/sd(x)

normalizedsanknote <- apply(banknote, 2, normalize)
TEL.
R [SHARAFR TS scale EfE>THEN (TR normalize OfthYIZ scale #{ES)
normalize <- function (x) (x - mean(x))/sd(x)
tmp <- apply(banknote[,1:length(banknote)-11, 2, normalize)
normalizedsanknote <- cbind(data.frame(tmp), Y=banknotel,length(banknote)1)

v

WoE R R W W

# ThT#ETS

banknote.nn <- nnet( Y ~ ., normalizedBanknote, size=2, maxit=1000)

converged

> table( v, round(predict(banknote.nn)) )

Y 0 1

0 99 1
1 0100

>

>
> # RIEDh.

> # BFEEMBLLIAL, TIE, 10-fold cross validation THATHES
>

> library(bootstrap) # crossval #ERAT 58I
>

> # BA% crossval ICRELMHEERTD

> # BHERD nnet OFD 2 FHEFEFROEE,
> theta.fit <- function (x,y) { return( nnet( x, y, ,2 ) )}

> theta.predict <- function( fit, x) {predict( fit, data.frame(x)) }
>
>
>
>

# TlE crossval #E>THES
Xy <- normalizedganknote # just for abbreviation
results <- crossval(xy[,-Tlength(xy)], xy[,length(xy)], theta.fit, theta.predict, ngroup=10)
B
converged
>

> # confusion matrix E5ERE
> (cm <- table( xy[,length(xy)], round( results$cv.fit ) ))

0 1
0 97 3

1 0100
> (accuracyl0cy <- sum(diag(cm))/sum(cm))
[1] 0.985

‘ AEF. FHRFHEZELTRYBRLERETIDESHYES .

ARIE AROEELELTRYELRRT ILENBYET, |

AEDEE

« &¥IZHST—2% 09BreastCancer.csv xR EL T,
Za—FIIRYRT—IDEBERITLTESN COT—
Al

EEORMYE-BHEHET HRETT .

- BEMSELATNST—4TY,

- /394 —% mlbench (23 %5 —% BreastCancer h5ID74—JLKF
ZHIBRL . RAHED HBH1TIE B ZITEHIBRL . B4ZE Class #0&1
IS BENSEEELEL,

- ZOT—ADOEEERSICIE, /v —2 mibench 24V RAR—)LL.
library(mlbench) L T ?BreastCancer ELTTR&ELY,

» Banknote ERIC&SIZHHTLTH TS,
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