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Figure 3: Comparison of C4.5 versus boosting stumps and boosting C4.5 on a set
of 27 benchmark problems as reported by Freund and Schapire [30]. Each point

in each scatterplot shows the test error rate of the two competing algorithms on

a single benchmark. The y-coordinate of each point gives the test error rate (in
percent) of C4.5 on the given benchmark, and the x-coordinate gives the error rate
of boosting stumps (left plot) or boosting C4.5 (right plot). All error rates have
been averaged over multiple runs.
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“Eahle 1: Comparison of C25 and its bagged amd boosted versions.
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