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Cool Normal Light Yes unny Mig igh_ ght o
Rain Cool Normal Strong No i o ormal i e [9+,51
Overcast Cool Normal Strong Yes o :::: ;'"'a' :::: o
unny Mild High Light No vercast | Hot lormal ight es Light Strong
Sunny Cool ormal Light Yes &L ain Mild igh rong o
Rain Mild ormal Light Yes . B (REH) S 9+, 5-
Sunny Mild lormal Strong Yes = HD) =-(9/14) log (9/14) - (5/14) log (5/14) bits = 0.94 bits
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- - « Gain(D, Humidity) = 0.94 — ( (7/14) * 0.985 + (7/14) * 0.592 ) = 0.151 bits
= -DT 18 .
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Gain(D, Hum;zlfr}ty) = 0.151 bits
Gair( D, Wind) = 0.048 bits
Gain( D, Temperature) = 0.029 bits
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data(i'ris)

(iris.tr<-tree(Species~.,data=iris)) (iris.trl<-snip.tree(iris.tr,nodes=c(12,7)))
plot(iris.tr,type="u"); text(iris.tr) || plot(iris.trl,type="u");text(iris.trl)

PetalLergh <245

PepLwidh< 175

seosa

PeblLertih <495
viginica

deviance=-2) n,log p,

versicolor vigirica

33333 0.33333 )
0 setosa (_1.00000 0.00000 0.00000 ) *
3) petal.Length > 2.45 100/1\3 0 versicolor ( 0.00000 0.50000 0.50000 )
6) Petal.width < 1.75 54 3 20 versicolor ( 0.00000 0.90741 0.09259 )
< 12) Petal.Length < 4.9548  9.721 versicolor ( 0.00000 0.97917 0.02083 )
24) Sepal.Length < 5.15 5 5.004 versicolor ( 0.00000 0.80000 0.20000 ) *
25) sepal.Length > 5.15 43 0.000 versicolor ( 0.00000 1.00000 0.00000 ) *
13) Petal.Length > 4.95 6 7.638 virginica ( 0.00000 0.33333 0.66667 ) *
7) petal.width > 1.75 46~ 9.635 virginica ( 0.00000 0.02174 0.97826 )
14) petal.Length < 4.95 6 5.407 virginica ( 0.00000 0.16667 0.83333 ) *

2) petal.Length < 2.45 50

15) petal.Length > 4.95 40  0.000 virginica ( 0.00000 0.00000 1.00000 ) * 30




AR DF (tree)

[E])FAR DB (tree)

< v w
iris.label<-c("s", "c", "v")[iris[, 511 Yy ) Library(tr
PlottirisL, 33, iHSL. 41, types'n'y . vrginca s, > Jibraryceree datacoarsy
text(iris[,3],iris[,4],1abels=iris.label) ~ AT 5 cars.tr<-tree(dist~speed,data=cars
partition.tree(iris.trl,add=T,col1=2,cex=1.5) o Z ;i;‘:&z;;;rﬁi)(dwbspeed,datazcars) print(cars.tr)( P )
ccle v . e
= 21 cCE&EW node), split, n, deviance, yval plot(cars.tr, type="u")
i setosa ¢ Guic * denotes terminal node text(cars.tr) .
= c P plot(cars.tr,type="u")
N vE&efor | virginica 1) root 50 32540.0 42.98 text(cars.tr)
2) speed < 17.5 31 8307.0
] R 4) speed < 12.5 15 1176.
" w &%° 8) speed < 9.5 6  277.
. virginica, 2 s 9) speed > 9.5 9  331.
~7 oo, T T T T T T T 5) speed > 12.5 16 3535.
. A 1 3 4 5 6 7 3) speed > 17.5 19 9016.0
= o] ° irsl, 3] 6) speed < 23.5 14 2847. epeed]
H selosa | 0 % 7) speed > 23.5 5 1318.0 92.0f
29 vosisor | virginica > plot(cars.tr,type="u")
. iris.color<-c("red","blue","green") [iris[,5]] > text(cars.tr) spend <5
21 oule plot(iris[,3],iris[,4],col=iris.color) > plot(cars.tr,type="u") w75 s 2m
uﬂu"-}-‘fw partition.tree(iris.trl,add=T,col=2,cex=1.5) > text(cars.tr)
— — >
! 2 3 N s ° 7 1067 222
insl 3] 31 32
= =
EliFAR DB (tree) EliFAR DB (tree)
(cars.trl<-prune.tree(cars.tr,best=4))
> plot(cars$speed,cars$dist) plot(cars.trl); text(cars.trl,all=T)
> partition.tree(cars.tr,add=T,col=2)
> plot(cars$speed,cars$dist)
partition.tree(cars.trl,add=T,col=2)

100
L

cars$dist
0

cars$speed

120
L

speed.<17.5

80 100
L

carsSdist

speed]<12.5 speed|<23.5
‘ 2932 ‘ 65.26 ‘

18.20 3975

5571 9200
cars$speed 34
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TP, TN, FP, FN

M ALt
@9 L
B LPY u l.
® L TP: True Positive
® u TN: True Negative

FP: False Positive
FN: False Negative
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Confusion matrix
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P N
( g ( Fr Precision e
P True False -
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FAME EN N
N (False (True
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TP+TN
Recall—— & Accuracy=——
TP+ FN TP+ FP+TN+FN

& M Tradeoff & F-measure
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Precision
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Confusion matrix

e N
1-a=specificity=TNR=——~

neoosr m
FP+TN - 038 4
s womRo_FP_ PR 027 .
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>
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ROC curve

= Receiver operating characteristics
= "ROC"EVSAEIEL—F A RRIN- 1), BIEE
LIZHot=/T D%
= http://www.math-koubou.jp/stata/files/r12/est006.pdf
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#true positives + # false negatives Positive

ROC curve

Hig
3 N
P ROC curve (“Receiver Operating Characteristics”)

P (e (e 1
B0 Positive)  Positive)
FilliE N ™

N (False  (Tue

Negative] Negative) 0.7+
# true positives True

rate

Recall = ————
TP+FN
ﬁ:FNR:FI\fiVTI’ 0 }
1-p=sensitivity 0.1 False Positive rate 1
# false positives & =FPR = FP
# false positives + # true negatives FP+TN
ROC Curves 1-g=specificity
- REfE (B EEALND, YU TILOERERZD
« area under the curve (AUC) ASKELVA ALY l
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o High Bias Coweas
Low Variance High Varisnce

Prediction Error
o

T T T T T T T
0 5 10 1 20 2 0

& 4

Model Complexity (df)

FIGURE 7.1. Behavior of test sample and training sample error as the model
complesity is varied. The light blue curves show the training error ¥, while the
light red curves show the conditional test error Err for 100 training sets of size
50 each, as the model complezity is increased. The solid curves show the expected
test error Err and the expected training error E[erT]
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RE %L L) applet

» AYESLTEMBLNFERAMN, TETOYS
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http://www.mste.uiuc.edu/users/exner/java.f/leastsquares/
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1,2,3,4,5,6,7,8,9,10,11,12,13,14
[9+,5] @ X PlayTennis
O Boolean iRigA
1,2,8,9,11 Sunny Overcast Rain 4,5,6,10,14
[2+,3] [3+,2]]
<G> >
3,7,12,13
High  Normal [4+,0] Strong Light
Qe >
1,2,8 9,11,15 S~ < 6,14 4,5,10
0431 241 hot aag  cool 0421 (3501
74X PRROARIME
o oo RATZARLES)

1"
[1+01]

«  E/Hl 15 <Sunny, Hot, Normal, Strong, ->
COBIIFEF noisy THAH. THHE ELLIANLE +
LIRN#ERLI=RIE, ChE . BAETH
s RERIZEDLSICEHFINDEEH (incremental learning &2 5)?
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- BREANECYZSHEEIC. BETYRITE

. TAMREEHERLTEE, KR A HZOLTERYZSREEIC, FBEEELTD
. FKAOVEE

MIEERETBICENE, RETREL, TO®REETS
. ETINEEOTHT, BEBICFSTIERERR -BRETS (M5 prune)

50

REANFE: BFE D FFH&EE

» BEEFICESILEMIN?
- EME
BELRUERR (e, REATEAM)
EE(t OFA: RIEE fiter §5, &3 BAREBR
.
HREE%S validation set £ HLTHE, h DFMME HTIITHUBILLIO I FBERL

On training data
Ontestdata ..

Accuracy

L 10 20 30 40 50 60 70 80 90 100
. e Size of tree (number of nodes)
= “RERO”ETIL (REK) DEVS
o Lib: EREERIET BIHIoT, HMT —SEThEEHORIET —2£AS

RERFE: BFE DT EE R

» EAMBTIO—FH205H%
«  Pre-pruning (EI#): AZ1ERT SFH TADERZE DS, BIEMEHDERET D115 +57%
TRIFRWNEHEEh
= Post-pruning (El1): AZ—#F# CHZELITZHFTS. HIRT 201E, + AR ENEHT
ThdH0
. BMYFREBDIAREFES 55 E
Cross-validation: fRE% DA AMEZE BT BT, FHT—2%ELYEL (Mitchell E4EF)
HEHHRE: BRShRBMENBARI LD EL TR TTELNES N ET AR S (Mitchell
$5%)
/N2 & Minimum Description Length (MDL)
5 TOWBEDEMAF, BICERBALEISELTWST—20) M 2RI DIBBELRRES
YRENA/INENH?
. Tradeoff: E7/L #5ikY % versus HRHEE ERihT S

« Bl {/iEid R Minimum Description Length (MDL):
B/IMEE &: size(h=T) + size (%48 misclassifications (h= T))
51 52
- - -
Reduced-Error Pruning Reduced-Error Pruning M3 R
= Post-Pruning, Cross-Validation Approach = Reduced-Error Pruning I=&%7 AMREDHD
s FT50OT—%% FI#T—4 training set & #&EIT—4 Validation set [Z5E1F 5
= % Prung T, node) l g On training data ——
« 3I% node BIREES BMARERE H Ontestdata ..
« BI¥ node #REHET B (ZIIZHHBHIIEBHRDINILENS) g < Post-pruned tree
= 7)Y X L Reduced-Error-Pruning (D) ontest data
« DEHEITS. D, (FI# training / “growing”), D,.s:0, (FREE validation / “pruning”) e :,e ,:n‘,e:::,umre, o;n,,od:ns, "
= D |2 ID3EHERALT, RELK TR . EENBIEICEOTTRAMEEAHDTS
= UNTIL D00, CEHRILI-HREAEBALS S DO o B Dygoion 1E Doy & Dy DEBBELRLD
FOR THROTNERDNE candidate con gz
« Prune (T, = HEER &R
 Test( idate], Dyupguner) . B BLERS T(T OBHK) OS5 TRADLONERTES
T T e Temp $T Accuracy KBEDED « HF: T EEIOIChIHET—2BERELLTD
= RETURN (pruneL#&ztz) T Dysistion EEYEBLEEIF ORIHHHH?
FSRH+HATRINE, BEELBELKET S (D HF+H)
54

53




Rule Post-Pruning

LIFLIFALShEHE

= Thbk<Enbhtzoverfitting iR

« (A5 TZOEBNBVONS. C45 (% ID3 DIRE- ##k.
73X Ls Rule-Post-Pruning (D)

« DN TZEER (ID3 %) - AIREERY DISHET2FETHRRESE S (BFELIFT)
« TEFBTRAKEICER REHSEHNE—DITOET1HRE])

« TNENORANE, B/, FHEENTY, EERESHETHRY, RETHILITEYNYA
T(—HRILT )
WYRAEZRAIEY—T 2

. HEEREICHE-STY—MNTD

- BUSHART, Dy ISERTS

55

REARZHAICEIRT D

= FRAIOHX
&0 & (BHEOEX TR LOEEZER conjunctive formula)

= B HEITASINL

& PlayTennis

DBooleaniREAK
Sunny Overcast Rain
N /
High Normal Strong Light

(No)(ves) CNo)(;s)

= Bl
= IF (Outlook = Sunny) ~ (Humidity = High) THEN PlayTennis = No
= IF (Outlook = Sunny)  (Humidity = Normal) THEN PlayTennis = Yes

56

RERIZBITHEE

REA: RELOER
= RERE, —BHELRBLIDIF TGN
« RAUh: BHEEEH replication SEALENHZHEHHD
BHEEOH
= e.g, Disjunctive Normal Form (DNF): (@A b) v (cA —d A €)
 (EBDHD) EEFHBARELTERESERDENFEN
R
« FLLEMEEED
= B4 constructive induction (CI
= Mitchell DHE10ESE

DLET: RERDERBFRE

» HLLEMOAR
. =0 “+ & ICEIZEROZDDOBMEDES N SHLLEMEES M synthesize T3

= 4 feature construction

= (@rb)v(ca-dnre)
=« A=-dre
= B=anb

» BYRLAWDE
= C=Anrc
« EL&E?
o ETEER?

57 D 58
REAR: thDFER
REXR: LDEERE
s 3151 — - ZEE i 5 p
- OBBEE AT FRE + BHMRiEEES 0w

- )
. RYERMEE, T, OO DEEIZH TS
. eg, {high= Temp > 35° C, med=10° C < Temp<35° C, low= Temp < 10° C}

« REEDTHOIC, BEEZANS
. eg, A<alTEoTIDDEMAESE A<ak A> aniTER
- COBBILISERLT, HRIESAREKISHEShS

» BFREAERKICTEDENEES P> THSA?

« FOR EfEfERIE ADZTh TN
Bl {xec D} & xAIHt->T, HEITS
FOR B3R L&D ADEDIEF (/, v) ThTh

EIEDRAHEL T, B mid-point DIFREIESEFHE, i.e. Dac ey Das (euyz

«
. A= Length: 10 15 21 28 32 40 50
. Class: - + + - + + -
. BMEOFvY: Length<12.5? <2452 <307  <45?

59 60

10



Z BRI MHRE

« LLHIBUNZETHDE, Gain() IFFNERVOTL (2E7?)
= BIZIE, B (2007/11/01% ) E@ELLTRAVNSIEEEZLTAHMIEDN B!
s —DOTTO—F: GainRatio % Gain DXHYIZERA

Gain(D,A) = H(D)- [‘DV‘ H(D,,)}
vevalues(A)
io(D,A) = i Gain(D,.A)
Splitinformation(D, A)
. . _ LAY
Splitinformation(D,A) = > log
veimesm| D] 1P|

«  Splitinformation: ¢ = | values(A) | 1=, IZIF, Hfl
» ie, ZLOEELDREICN\VT1EBDED
ceg, JE: ¢ = Cue=nELT ;=2
Splitinformation (A;) = log(n), Splitinformation (A;) = 1
‘L Gai(D, Ay) = Gain(D, A) &3 b&, GainRatio (D, A;) << GainRatio (D, A;)
« Flbb, GainRatio+) ERVNIE, (DEBADBVAAD)BR (TR RETED ¢

## 2 Gini index

= H53—DOREDOHER
= N FHE-ITROEH
= Gini(D) [¥ D ADSFAMRIIEESIZE . a5, pure ITSHFE NS

n

Gini(D)=3 pp,=1-2,p}

i=j =1

D
GiniGain (D, 4) = Gini(D)- Y ‘D“-Gim'(D‘,)

vevalues (4) ‘ |

62

ARMTERME

« BRANHE
« Ef AEEZ OIRME 1000M; 41442 1500/; 4£# 50000/
FREOREN - FREMLEETILHESY
BEADYRIE (6.9, FKRE)
« fEaXE
- YT TER: eq, ARYRDYF— (LU TFAUH—, etc)
AT, £EADYRY (EABTERERES HH)
BIEY 0% (g, MEEE): FHRIRRE
= BEVEFIRRTLANC consistent ZEAREEDH?
« —OOT7TO—F: t§#RIES gain £ AXLEREIES Cost-Normalized-Gain TEE#Z %
= EREHOH
[Nunez, 1988]:

in?
Cost - Normalized - Gain(D,A) = Gain®(D,A)
X Cost(D,A)
[Tan and Schlimmer, 1990]:
9Gain(D,4) _q

Cost - Normalized - Gain(D,A) =
{BL w FAROEEMEEDHD

2 ycfor
(Cost(D,A)+1 welot]

¥

63

RBME: BIEENTEA

e B A DENGNERAHDLELESLEZH?
o LIELIE, IR ©T RIS, BT LEL TORMEENSAFTELLFZROA
« Bl ERREH
<Fever = true, Blood-Pressure = normal, ..., Blood-Test = 7, ...>
fEIE. ABIThh 1Y, FHoTHEBEEAELN2YT S
«  RIE: HI4REF versus 5 5EEE
. HIfEEEHD xe DISDONT ADENEXLNTIVENEE Gain (D, A) &
. DIEE ADEEHNLTIS, HLLEH xERNET S
f#: Gain(D, A) DI EOPITHBREANS

SHET S

.
Day Outlook Temperature Humidity Wind PlayTennis?
ot g m e y
Hot High rong o [9+,5
ercast Hot High ht es
ain Mild High ht ‘es
ain Cool Normal ht ‘es
ain Cool Normal rong o Sunny Overcast Rain
ercast | Cool Normal rong o5 j
wiid 27 m o
Cool ormal ant os Czn31) Cano) (Br2l)
ain Mild lormal ht ‘es
Hiid ormal ong es
ercast | Mild igh rong os
Overcast | iot Normal I os
Rain Mild [ High rong o

64

RANE: RFISR

 HIEFRGIIEICAKERT S, RE(IREIA L)WY D D> T EE
» BETAREEEOENITONTY, BHHTLLEN LN TVENVES, ThEHRAT S
« TOERIZ. SVRHICE L TON R OMON TOSEIESC
" XADBRLHYTIRELHRTS
« B-F H nTEREAZTAN BU5, nEEBHBHID ADETEELZVLDERLS
= H$IE [Mingers, 1989]:81 n TR AETAN 215, n£BIERI T ERALITRAINLED
2HDOD ADETEL2ELEVNEDERD
o« HRIEZSBSED
= TR EQAHICHL HERIEE D BSED
= XA OTHELE v, DS FICLAIL TR p, £%4TH[Quinlan, 1993]
- RDOFRIZ, xODHD pREEILTS. 7482 37EHELVSEMNHRT S
. ZNERWT Gain (D, A) or Cost-Normalized-Gain (D, A) it 4%
. EOTTO—FIZBLTE, HERLRAKICHET S

65

RAIE: 5

DHELHYESHEEFRT S

= S5—3: Humidity = Normal

« B Humidity = High ( No BHI1&S T High)

« (&b Gain ORELLEDIXESTZHIM? High: Gain = 0.97, Normal Gain < 0.97 )

Day Outlook Temperature Hui Wind PlayTennis?
unny’ ot ah ant o
unny Hot rm rong o
vercast | Hot igh ant e
ain Mild ligh ht ‘es.
ain Cool lormal ight ‘es.
ain Cool lormal rong o
vercast Cool lormal rong es
unny wild i aht o
unny Cool lormal ht ‘es.
ain Mild lormal ight ‘es.
unny Wild ormal rong e
vorcast | Mild igh rong o 12345,67,89,1011,12,13,14
vercast Hot lormal ht {3 [9+,5]
ain Mild igh rong o
BETEAMITTS Sunny Overcast Rain
« 0.5 High, 0.5 Normal (@)
» Gain<0.97 [2+,3] a1 [3+,21
— High Normal A Strong Light
FANER|: <2, Hot, Normal, Strong> i") MHE; o
« 5/14 Yes+ 4/14 Yes+5/14 No = Yes s e
1,28 9,1 6,14 4,5,10
10+ 2o 421 B0l

66
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RAME: 51

RLHYLSHEEFATD

= 55—3: Humidity = Normal

« ST Humidity = High ( No B#IiZ4 T High)

» (&1 Gain ODREFLLDEESTZAH5M? High: Gain = 0.97, Normal: Gain < 0.97 )

= X

Day Outiook Temperature _Humidity __ Wind PlayTennis?
Hot High ight o
Hot High trong o
Overcast | Hot High ight es
Rain Mild High ight es
Rain Cool Normal Light es
Rain Cool Normal Strong o
ercast | Cool Normal rong es
unn Mild 722 ight o
unn Cool Normal ight es
ain Wild Normal ht es
unn Wild Normal rong o5
ercast | Mild [High rong es 1,2,3,45,67.8,9,10,11,12,13,14
ercast | Hot Normal ht es
ain Mild High rong o

» BEERTEAMITTS Sunny Overcast Rain

= 0.5 High, 0.5 Normal 128911 ’ ’4@.5.5.1:1‘14
« Gain<0.97 ey o> G G2)

ECATEEER

= TANEH: <2, Hot, Normal, Strong> pign  Nomsl %G)" Swora Light
7: 1/3 Yes+1/3 Yes+1/3 No= Yes I @ Yes
« 5/14 Yes+ 4/14 Yes+5/14 No = Yes o2 o iz PR "
H = =
Induction (J@#H) IEEREIE (2)
= OED (Oxford English Dictionary) IZ&tlE s IBREIE
= the process of inferring a general law or printciple from the T—ARIZEAETHRAEEBLE
observations of particular instances MIEADETOERT—4 — FHEIADEE
= Shiz. inductive PEETR BEOAGEY — HRED. BREE—E. #f0
= inductive [&: the process of reassigning a 2 s=s
probability (or credibility) to a law or proposition from the L] 'J'FEH'%W TT%T:;EEJJ MDIE Lé[it 77&']%#3‘
observation of particular events
69 70

ID3 |2k B IRERZEEIER

» FRMEE
« BROHRIE XEXLHDZER, $HHET—ILEEET N TRREAELERM
. Pros: ®IRH; Rt
. Cons: it HE; BEX, BROAHNLLEVALED
« BE: BoLbRVNVRERER MY (|R/IVE consistent 2 K)
o [E: CORERH SRR NP-hard

e): PR 25y W, UL, F—5LU5t
v Tradeoff Gait): 103 O AT REURT SEa—0ZT B el TR
. heuristics D EF(BROEAZELTOEDF) D3 ORHIATR RTZOIFETVOTIE
. Bk greedy 7)LT)XLOGERA - <, - BARFENOBFEELI—RTVIBERITREL TS AR 4
. Fhrbb, 18ykTuELOWEY hill-cimbing (gradient “descent) 4 . HBUTHE: EREM HEHRT 5 (D EREOTERBIESWHIR: AONF, etc)
r HEEEE » ELRERTIE L, SAPRAEIRS
= EQOHNKE D, OMEHMGE p, p ISEIGRE « FAISHEATAROPTRENLOEES WeLtzb, ES031347
« ID3 T, 2TOF—SEHER e « FUNLORIAT R BHERAT SREDEREL ABENOM?
= JAZXDHHTHITHLTANRR J
71 72

ID3 DIFIINAT R

/
BRIZBTBE2—URTAVIERMATATHS

« HBXOERE (RBHREADEE)

= = RRANATRELES2TENA? L, Z3TIHAL...

- BLARNORE (BT ZHHD) HHD

\
- HHREESASBEVBEZREBISENECHIIELEVSRFHHD v

FEHICAVS. T2 DIRE,
Zhiz&Y, CELDREAEYRLY,
COREBIEESE, COREFESD
EWSTENRED

Chat e, T—HERBT BRE
MNEHEERIC) HoT. #ERAES
ngey a
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FEENATR

s NAT R REBERICIERZ A HEHLEE . T DIELL
= REICEBEORGRES LD, EIFIRE
» —EIL—BTORILED. RRIER
» TRISEAET ARG — RIS SBICHD
DT FEBIRIENATANBE
» BIE—ERRY 2O TEAL EREORE
WBHETH, [FT—RISEET AEHETSTAL
BIDTIFEVRY, SATRBBETH D,

L LAL, T2 OERERE ST,
s RFEERTDORET VDO TIALD ?

BLLASATADEIFRENELT=D, E5LY
SIATRMEVLDH?

73

Occam D #| 7]

« AOICEZLTLSDIE
= Entities should not be multiplied beyond necessity.
= Bertrand Russell [Z&iLlE
» It is vain to do with more what can be done with fewer.
» RLEBDHER
= Among the theories that are consistent with the observed
phenomena, one should select the simplest theory.

74

Isaac Newton DEE

= We are to admit no more causes of natural
things than such as are both true and
sufficient to explain the appearances. To this
purpose the philosophers say that Nature
does nothing in vain, and more is in vain
when less will serve; for Nature is pleased
with simplicity, and affects not the pomp of
superfluous causes.

75

FYHLDET]: HHEFNATR

IRIR/NA T R2D: EIF/NA T R preference biases L5 35/31 7 X language biases
. BEIFNATR
. BEFATYRAIZ(EBIEROD EHAFATND
MEZ NS RRIEFDORE
« EE/SMTR
. (1R3) DFBN (HBISHERNID) MARAER TS
- BVEZNE: BREMOHIR
. HE HBAATR
v hLDHIT] Occam’s Razor: HRER
» FEUMREHROFA RUDMRERICEEA, B DN
. BRI, EVRBITERAIE, BE nD3DIE n+ 1 DLOITHA$EH, n>0.
. EWMRBS, HLT—BISU Y BotzE LI, BAEIRE ML
. RVEBE. ERASBNDT, BETEARRORADHL
. RUMEE (B1: 200 EOEEROA,MD | = 100) DHAIZIE. BATHATREMEASEL
. DT RADRAT—RITUYES, ERIZESARBATHHH, ERAIZESTEBHIE LA,
» BHLOLETELO
. O EELSR-THIIE, EHGTETILORLREDEBEMAET IVEE TIEAN
© BEITEOTEERBU(MIAR TR ET OB BT LRIV ERE

76

FYNLDRNTERER: ZDDEHE

AvHLDH T Occam’s Razor: R ER
« (RERZER HISERTELT size(h) HRES. FIL h T H ABRISE size(h) BRES,
o [INESEJERIFTHIEADEM: DLV TERFESEITELAL
AwhLDH 7] Occam’s Razor [ Well-Defined Av?
« WEDEHEFIR knowledge representation [Z&>TED A A% “5ELV' MAEESD - BEM?
« BIZIE, TRk “(Sunny n Normal-Humidity) v Overcast v (Rain ~ Light-Wind)" |£—{8 2
» B RBEFLETE; HHRVEIHTIE, RUIMREIZ. ABRBICEST ., Lo RN
- RHEAICETOEL, REICEIEVMRSICE Y BN EE
MELMRE I TH 2T ESLTHDT/NSUMRERZER I TIEARL DO H?
« DNEWMREREEEERTIHEENDNDEHS.
« BIFNATRTRANS size MATHOTH, BYICHE SERAS size(h) £ZDRFENIZHIR
FHIENTES (e, "S ITEBTIADAZETD")
. eg, HOBEBNRRTHOT, XF "2 THRESBHEEZALTLEKR
. BETNESRATHT, BIAIE) Ay Ay .., Ay EIEBISFANT L0 TREVNOH?
- size(h) ITEDVTNSRRBREAERET DL HROBERSHLDOH?

= 3% Chapter 6, Mitchell's Machine Learning 7

IEYORD%ERARE

s ¥ v DEEH Epicurus
= If more than one theory is consistent with the
observations, keep all theories (Principle of
Multiple Explanations).
s TO—DODEH: —DEMMNSEVHTEHA
A A
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